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1. latroduction

Folkiore: The tradational beliefs, legends and
CUsloms, Current among common people.
e Tl Cixford English Dictonary

Theorem: A general conclusion which bas been proved.
o M athematics Dictionary, Van Nostrand Reinbold

In view of these quotations one might be tempted to
conclude simply that a folk theorem is a general conclu-
sion which has been proved and which is a traditional
belief, legend, or custom current among common people.
The purpose of this paper is to refine this definition
somewhat, adapting it to the purposes of the research
community in computer science. Accordingly, we shall
atternpt to provide a reasonable definition of or, rather,
criteria for folk theorems, followed by a detailed example
ilustrating the ideas. The latter endeavor might take one
of two possible forms. We could take a piece of folklore
and show that it is a theorem, or take a theorem and
show that it is folklore. As an example of the first form
we could have shown that the statement P ¢ NP, which
is folklore, is also a theorem. However, since we have
resolved to introduce no new technical material in this
paper, and moreover, since researchers in our community
seem to be less familiar with folklore than with theorems,
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we prefer and will adopt the second approach. Accord-
ingly, in Section 3 we present strong evidence to the
effect that a particular theorem about flowcharts is a folk
theorem.

2. What is a Folk Theorem?

We would like the reader to try and recall the last
time he received a referee’s report in which the referee
dismissed his latest achievement as being “a piece of
folklore which has been around for ten years,” or, alter-
natively, the last time the reader himself drastically
reduced a student's overflowing enthusiasm about a
result, labeling it “a good try but unfortunately a folk
theorem.” The high frequency of such rather unhappy
oceasions calls for extra investigation. What makes a
statement a folk theorem? What facts prompted the
careful reviewer to make his devastating comment, or by
virtue of what did the reader himself dare turn a self-
confident student or colleague into a temporarily crushed
individual?

Let us quote three more definitions of folk objects:

Folk song: A song made and handed down among the common people;
folk songs are nsually of anoaymous suthorship and often have many
VEEIONS.
Folk tale for folk storvy A story usually of anonymous suthorship and
legendary or mythical eloments, made and handed down orally among
the common people.

e Webster's New World Dicti

v of the American Languoge

Folk sale: A popular story hasded down orally from past generations.
~The Quford Advanced Learners Dictionary of Cnrrent English

We will not try our hand at providing a similar clear-cut
definition of a folk theorem suited for a dictionary,
though it is somewhat amusing to see what happens
when the word “theorem™ is substituted for “song” or
“story” in the above. In particular, we are certain that
the (by now annoyed) reader would require an expla-
nation of the phrase “common people” in our context.
On closer inspection, however, it seoms that there are
three central properties which we can abstract from these
definitions: popularity, anonymous authorship, and age.
Note that these phenomena are also implicit in the
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definition of folklore quoted at the start “current among
common people” umphes populanity. “behefs, legends
and cus andicates anonymous authorshup, and “tra-
ditonal ;%s;i%{" the dimension of ume

When trving to clanfy these three aspects and transfer
them from z% realms of telling tales

tr that of proving theorems, 11 shouls
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i obe noted tha
neher one of mmz ot e taken i s sinwt bteral
sense. The populanty of a theorem need not necessarihy
be established by a head count of researchers w

used or quoted 1. though (as iHustrated 1 the nex
sechion} statestics van be ’*mg%f% Rather. 1t usually shows

¥

up when one tnes ask:
the statement 1 e,
like that before™ look on
will usualkly be &Mﬁ 10 give ﬁ% COITECT Answer m{f frast
often he will be able 10 3 company i with a gﬁv‘w@g ‘
Often the ﬁfa%wm 1 guoted by virtue of 1t bey
sumilar 10 another statement which 13 being prov wr{% ‘ﬁm
brings us to the “often have many versions” phesome-
aon. which 15 cosely related to populanity. Surely, m;%&
the size of our research community being what it is, slick
compact staterments of theorems tend 10 be mm%&@mmﬁ
even by people not working in the actual area of research
relevant to those theorems. The statement “while-pro-
grams compute everyihing” 18 much more catchy and
appealing than s obvious rigorous counterpan Sta aling
such a theorem in this form greatly increases its popu-
larity and with 1t the chances of its becoming a “legend™
or simply a folk theorem. The vagueness in 2 theorem's
statement can thus give rise 10 more than one {legal)
vergon of i, and zﬁzgmﬁ 1 becomes more fun and more
folkish when each version requires 3 seemingly different
proofl. {The reader 13 advised not 1o confuse such folk
theorems with statements which are generic, ie., state-
ments that are expressed deliberately in a form from
which many real theorems are given as instances, Jike
“parallel tme equals space.” See, e.g., chapter 2 of [36].
This we do not want 1o regard as being folk.)
Anonymous authorship should also aot be taken
compietely literally. Indeed. since the periods of time we
are talking about are not 50 great (see below), it i rarely
the case that no one knows with whom the theorem, or
its rigorously stated various versions, oniginated. Rather,
what tends 1o happen is that the effort involved in tracing
back such a theorem is far greater than that involved ’ir’t‘i
reproving it proofs (or the wdeas behind the proofs) of
folk theorems %ﬁ:mi 1o %%;: “mmm ﬁéﬂ%% w@f b
their statements
deep theorem m%%@ a ﬁ:ﬁmg‘s%%mmé g@m&f wﬁ% %zmé%% aot
gualify as a folk theorem). The roots of a folk mwmm
might be buned in some w%&mm lecture notes, in a lette
to an %ﬁz%m OF WOrse, in a “private communication,” ii
- possible, if one s willing 1o put on his Alex
aley «gp‘x o undig thoss rools (at Jeast those recorded
i g:ﬁ;m%;y though the weas behind the proof ngm ok
have been completely original with the author of the
carliest such root. Indeed, and here is where the age of
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; i § he wsual saving, if
ane cannot gé m an exphal mentwen i ther works, 335
was kaows 10 Turing

that ten or oven sz%‘ %
cur Held, and tha o dizayving raie of
dovelopment withun the hekd, waether with frequent
changes i notahion and termaonlogy, can render such
wol-finding endeavors guite fo ruzaaimé Somelimes the
%i’%&’%%@ﬁ 1% ??’w result of a number of researchers suoe
sive observations on previows work and any of these
maght be later guoted as the ongin of the theorem. A
“real” folk theorem will be reproved over the vears again
Ay, An &wfi 1y wma‘b i view of a%m 1 ;mf? a%i%ﬁ» 15

By Une must remomber though
Fuca

%

AER R A0 Cnormous e span i

i? 15 mjs:mxw
iy awﬁmm xﬁz:»gww m& mxiﬁ to a less depressing
j 18 stamp collecting,

%i ence, while the pop-auth-age gv*ug*%m‘w:» seem 1o be
necessary and sufficien mggsjz%zw«s Tor a theorem 1o be
folklore, the s an which they appear and can be

established are ﬁm no means clear-cut. On this note fet
us now Lurn 1o a specific example of theorem.

3. A Folk Theorem

In the interest of making this secuon readable for as
large an avdience as possable, we have collecied s more
technical parts 1n the Appendix, which the techmcally
priented reader 18 strongly urged 1o regard as part of the
text isell. However, since the reader would presumably
not be reading this journal otherwise, we can safely
assume that he i famibar with such general terms as
computer, program, and flowchart, and also with more
specialized ones such as varigble, program-counter, and
while-do. Without further ado, let us now introduce the
subjpect of this folk section.

Fovx Tueoresm, Every flowchart is equivalent to a
while-program with one occurrence of while-do, provided
additional variables are allowed

Facis posting to s folkishness are apparent at the
very stan of an investigation of this theorem. Speaifically,
most people’s first reaction is w attnibute the theorem 10
the 1966 paper of Bohm and Jacopim {15] which ap-
peared in this journasl’ In fact some of the published
appearances of the theorem, which we mention later, are
stiributed by their authors 10 [15], although, as we shall
see, 1 i not this theorem which Bohm and Jacopini
proved,

(Let us remark here that this and other phenomena
sed in the sequel are 1o be taken as rather amusing
manifestations of the lore and legend of our voung field,
and by no means are they crigl of the researc]
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involved, We will do our best to convey this spirit to the
reader as we go along. )

Returning 10 our topic, we note that the theorem
proved in the first part of [15] asserts that, with additional
Boolean variables”, every flowchart is equivalent 1o a
while-program (with, in general, more than one occur-
rence of while-do). Having proved the first “structuring
result” of its kind, Bohm and Jacopini’s work has become
immortalized as containing “the mathematical justifica-
tion for structured programming,” to paraphrase many
authors on the subject. The resulting universal popularity
of [15], the fact that due to its rather technical style it is
apparently more often cited than read in detail, and, of
course, the simuarity of the theorem proved in [15] 1o
the one we are interested in seem to be some of the
reasons for this common reaction.

Bohm and Jacopini prove their result by providing
“local” wransformations on the various kinds of flow-
charts possible, leading to the final structured while-form,
which involves only sequencing (;), conditionals (if-then-
elsey, and iteration (while-do). Put another way, their
proof is by induction on the structure of a flowchart. The
Boolean variables are used to “mark” paths taken by the
computation, in order to remember them later.

We can point to three subsequent papers in which
similar proofs of the Bohm and Jacopini result appear;
namely, Mills [67], and Culik {24, pp. 17-19; 25, pp. 11~
14]. Indeed, it seems that H.D. Mills who, in his unpub-
lished lecture notes, termed the result of [15] “The Struc-
ture Theorem”™ was one of the driving forces behind the
glorification of Bohm and Jacopint’s result, which he
reproved and discussed in highly attended lectures and
seminars in the following vears.

It is interesting that precisely what is needed in order
to extend this very proof to one proving our Folk Theo-
rem can be found in Mirkowska’s 1972 thesis in Polish
about algorithmic logic {70).” The “normal form theo-
rem” of [70] states that with additional Boolean variables
{of the kind allowed in [15]) every while-program is
equivalent to one in which while-do occurs only once.
The proof, which is also by induction, provides local
transformations which serve to eliminate nested and
neighboring while’s and to distribute while-do over if-
then-else. A sample transformation appears in the Ap-
pendix. To Mirkowska's proof of what we might call the
second half of our Theorem, a complete paper by Per-
kowska [77, p. 441] was devoted two years later. A third
exposition of this proof appears in a paper by Kreczmar
[55, pp. 23-24] which deals mainly with interesting but
completely different issues.

Thus, we have found that Béhm and Jacopim [13]
are not to be detached from our investigation, since
besides being the first to prove a “structuring result” and
the first, it seems, to illustrate some of the power of

“ These can take on one of two distinet values, distinguishable by

4 fest.
* Mot having [70) in fromt of us, we rely here on personal com-
munication with Mirkowsks and on the reference in {551

m

Boolean variables, their work together with that of Mir-
kowska [70] can be interpreted as a complete proof of
our own Theorem. If one prefers symbols over words
and 1s willing, for the moment, to overlook priorities in
favor of documenting proofs appearing in print, one
might associate this proof of the Folk Theorem with
(151 167) 5 (241 v 251 A (170] v [77] v [55)),

4

where
“and.

“/7 and “/A” stand, respectively, for “or” and

k33

Mow, all this sounds like complicated mathematical
research concerning a rather deep result for whose proof
the efforts and partial results of at least two researchers,
working separately and, indeed, in different countries,
were needed. The real fun in investigating this Theorem
starts when one realizes that there is a completely differ-
ent, almost trivial way of proving the Theorem and that,
furthermore, it is with this proof that the names of Bohm
and Jacopini are often erroneously associated. This
“global” proof, given more rigorously in the Appendix,
involves constructing a simple one-loop program which,
starting with the first “box” in the original flowchart,
executes one such box each time around the loop. Upon
completing the execution of a box, a variable is set to the
index of the following box in the original flowchart. (For
a test box, an if-then-else accomplishes this for the two
possible outcomes.) Control then returns to the beginning
of the loop. The body of the loop, which is executed until
the index of the original STOP box is detected, starts
with a nested set of conditionals which test the value of
this one new variable and branch to the appropriate box
accordingly. Since any flowchart contains only a finite
number of boxes, the new (numerical} variable can be
simulated by a finite number of Boolean ones, giving the
Theorem.

It is interesting to note that both the local transfor-
mation of Bohm and Jacopini [15] and Mirkowska [70],
and the aforementioned global one fail, by their very
nature, to preserve the structure of the original flowchart.
Ironically, though, they are proofs of a so-called “struc-
turing result.”

But let us continue our investigation, being curious
as to whether we ourselves, by virtue of having just
presented the global proof, are to play a central role in
this little tale. We shall clearly be deprived of this if the
proof has appeared in print earlier. “Appeared,” did we
say? Yes, it has appeared. But that would seem to be a
rather mild word to associate with the situation we now
set out to describe.

Textbooks are a good place to start. And, indeed, if
one browses through the books published in the general
area of structured programming, one finds two which
contain the above proof: McGowan and Kelly in 1975
[63, pp. 62-64] and more recently, in 1979, Linger, Mills,
and Witt {60, pp. 118~120]. A similar scan of books of 2
more theoretical nature reveals two more occurrences of
the proof: Greibach's 1975 monograph on program
schemes [38, pp. 4.52-4.53] and Clark and Cowell’s 1976
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introductory text [20, pp. 61-63]. 1 1s noteworthy thatio
all four cases the theorem stated 15 the Bohm and Jaco-
pini one {and hence its attribution in [63] and [38] 1o
[15]), but the global proof makes use of only one while-
do and so proves our stronger Folk Theorem.

Since no pointers to the ongin of the proof are given
in these references, our book search has been only partdy
successful. The idea of the global proof seems 1o be
simple and popular enough to have been essentially
reinvented by the authors of these books. Remnvented,
that is, if we can find it cccurnng in print even earher.

Leaping from books o newsletters, a reader leafing
through the February 1975 wssue of SIGPLAN Notices
notices a two-page paper by Plum {79, pp. 32-33] mn
which the author, terming the use of the Bohm and
Jacopini {15] method “mathematical overkill,” presents
a “simple proof of this simple result”—the global proof
above. One finds it hard 10 believe, though, that it ook
almost nine vears for this observation 1o Lind us way o
the printer.

We must urm, it seems, (0 one of computer science’s
standard oracles: D, Kauth's scholarly survey paper
published in 1974 [52], besides containing much stimu-
lating material concerming the (non-) value of resulis
such as our Theorem, confirms our suspicion by reducing
the nine years to shightly over one; in [32, p. 274] we find
our sixth occurrence of this proof, but here it 13 attributed
primarily to “the comments made by Cooper in 1967 in
his letter {22] to the editor of this journal. Indeed, D.C.
Cooper [22] (zight years, we might add, before the almost
dentical [791) notes that “a stronger reduction {thay that
of Bohm and Jacopini] is possible,” and proceeds to
prove our Folk Theorem the global way.

And so, we are exposed to what seem (0 be the first
stages in the evolution of an authentic folk theorem: As
a reaction to the journal publication of a proof of half
the theorem, an almost trivial proof of the whole 15
suggested in a letter 10 the editor, and many subsequent
authors, not having seen the aforementioned letter (in-
deed, one does not expect them to have seen it), then
proceed to reinvent the proof themselves.

This situation is enhanced by the following additional
five papers, all of which present Cooper’s proof: Asheroft
and Manna's 1971 IFIPS paper on replacing goto’s by
while-do {[2, p. 148]; see also [3, p. 140]), the similar but
independent 1972 paper of Bruno and Steighiz {17,
p. 521}, Wull's 1972 “case against the goto” [87, pp. 66~
67], Mill's 1975 journal version of the Structure Theorem
68, p. 431, and the appendix 1o the 1977 paper on reliable
programs of Linger and Mills {59, pp. 136-139]. Of these,
{2, 68, 59] credit Cooper with the proof, [17] gives the
proof without credit but the theorem stated is the weaker
Bohm and Jacopini version with credit to them, and [B7]
in a way typical of the folkishness of the situation credits
[15] with the stronger version,

Sumilarly typical, by the way, s Denning’s September
1975 complaint [27] about Plum’s February 1975 paper
{79} “Precisely this construction was suggested by Bruno

e

and Stuegliz in 19727 Denning's argument can actually
be made five vears stronger by referning to Uooper! 4

It 15 also worth remarking that 1 [2. p. 1490 3, pp.
141-142] Ashoroft and Manna. being interested in struc-
tunng results which preserve some of the structure of the
original flowchart, provide in addition a shghily more
efficient vartant of the global proof. which they attnbute
loop-free” component of the flowchart (as opposed to a
single box) is executed each time around the loop.

Now, even if we were (o end our story here, there i3
no doubt that we could quite safely term thes result a
folk theorem. As it turns out, though. our little game” 1s
far from being over.

At this point we venture our opinion that the global
proof. and hence our Theorem itself, 15 actually rooted
in the early work of John von Neumann on the structure
of digital computers. In Section 6 of his 1946 (1) joint
paper with Burks and Goldstine [18], the idea of execut-
ing a program on a compuler by means of a large loop
which carries out an instruction at a ume is described. A
program counter is updated to contain the address of the
next instruction before returning to the start of the loop,
Admittedly, this is not a proof of a theorem, but the idea
is certainly there. prompting one o wonder whether
Cooper’s observation should not be taken simply as
providing an operational semantics for flowcharts, rather
than being the proof of a theorem.

As if all this were not enough, this same proof appears
in a number of additional papers, in which its detection
is considerably harder. In the first, Meyer and Ritchie
[65, Section 5], one can find the idea in a proof of the
fact that primitive recursive functions of certain time
complexity can be written with some fixed depth of
bounded loops. The proof involves one potentially un-
bounded loop (vorresponding to our single while-do), the
body of which executes one step of the computation at
a time with the aid of aumerical program counters.

Next, the idea can be found in Bjorner {11] as the
“Canonical Program” on page 438, which simulates any
given “flowchart machine” using a next-state function.

A third such occurrence 1s in Brainerd and Landwe-
ber [16, pp. 122~123] where the idea is incorporated into
the proof that labeled Markov algorithms compute par-
tial recursive functions. There, wo, numerical program
counters are used.

Another occurrence can be extracted from the proof
of theorem 16 in Pratt’s 1976 paper on dynamic logic
{81, pp. 119-120] in which a universal counter machine
is simulated by a one-loop regular program which em-
ploys a numerical program counter,

A most interesting and subtle occurrence of thus prool
can be found in the fifth paper. Elgot [32], also from
1976, which deals with the language of multientry mul-

ur oan enlightening example of » similar b much “larger”
game, s which the period spanned B pot measured in years but i
vemsuries, the reader @ referrad 1o Hobert K. Merson's debghibul book
o the “DrwarfChant™ sphorism, [64]
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tiexit flowcharts. Theorem 3.1 of [32, p. 44] states that
every such flowchart is equivalent to one in the sublan-
guage analogous to conventional while-programs, but
with no additional variables at all! In view of the negative
results of Knuth and Floyd {53], Ashcroft and Manna
12, 3], Peterson, Kasami, and Tokura [78], Indermark
{471, Kosaraju [54], and Kasai {49}, from which it follows
that for conventional flowcharts this statement 15 false,
a careful reading of Elgot’s proof becomes necessary.
The evidence of the folkishness of our Theorem is con-
siderably reinforced when one discovers that this proof
is also essentially the global one in disguise! Boolean
variables are cleverly replaced by what are called “trivial
schemes™ in [32], which we might call “cables,” in which
only one “wire” of each is connected. Such a cable forces
control to proceed to one designated box for execution
next time around the loop. Some details and an illustra-
tion can be found in the Appendix.

Digging slightly deeper into the earlier papers in
algebraic semantics from which Elgot’s paper [32] on
structured programming grew, one discovers some inter-
esting facts. A normal form result for certain kinds of
operations on certain kinds of uninterpreted algebras
occurs in various papers differing quite drastically from
one another in notation and terminology. Thus, in a
1973 paper of Elgot [31, pp. 213-222] (published in 1975)
we find a theorem about the “normal description of a
morphism over an iterative theory.” In Wand’s 1972
paper {85, p. 335] (published in 1973) we find a normal
form theorem for “u-clones of operations over a lattice
algebra.” In a 1978 paper by Tiuryn [83, pp. 21-22] we
find a normal form theorem for “regular polynomials
over regular algebras.” Finally, it was as early as 1969
when Bekic [9, pp. 12-15] proved a normal form theorem
for “definable operations in general algebras.”

All these four results can be shown to give rise to
versions of our theorem for the more general case of
“multiwire” recursive program schemes (as opposed to
flowcharts). Without attempting to describe the technical
details of these papers, which are all far beyond the
scope and intention of this paper, we remark that in our
terminology the proofs in Beki¢ [9] and Elgot [31] are
local and in Tiuryn [83] and Wand [85] global. Further-
more, the proofs in [9, 31] start with schemes which are
analogous to while-programs, and all four proofs use,
essentially, the “trivial scheme” mechanism for mimick-
ing Boolean variables. These observations make the task
of fitting these proofs into our framework somewhat
casier. Accordingly, our decisions on these were to clas-
sify Bekic [9] and Elgot [31] as additional proofs of the
Mirkowska part [70] of the local proof, and to add Wand
[85] and Tiuryn [83] to the list of Cooper-like global
proofs. Nevertheless, as the algebraic approach is so
different from that of most of the other proofs we have
mentioned, we choose to assign priority credit for the
second part of the local proof to Beki¢ and Mirkowska
independently, although the former precedes the latter
by three years.

383

Returning to the global proof, the learned reader can
probably see now where these findings are leading us.
The search for occurrences of this proof in the (obviously
relevant) literature on structured programming and flow-
charts led to Cooper’s operational version {221, which, in
turn, served 1o attract our attention to Burks, Goldstine,
and von Neumann [18]. But now we have gradually been
lured into considering theorems in algebraic semantics
{e.g., [83, 85]) and 1n recursive function theory (e.g., {16,
65]), which, at first sight, seem quite unrelated to our
naive flowcharts. And so, there seems to be no escape
from considering the grand common ancestor of all such
results—Kleene’s 1936 normal form theorem for partial
recursive functions {S1}!

Indeed, Kleene [51, p. 736] (see also Kleene [50, p.
288] and Rogers [82, pp. 29-30]) showed that every
partial recursive function f can be described as the
application of a primitive recursive function g to ph,
where h 1s primitive recursive and y, the “minimization™
operator, acts, in essence, like a while loop. The “body”
of that loop, h, can be loosely described as simulating
one step in the computation of f using coordinates for
the “current value” of the function and the “label” of
the next step. The function g simply isolates the final
value of the computation by projecting on the appropri-
ate coordinate.

Now, Kleene’s theorem appears repeatedly in count-
less papers on recursive function theory. However, since
we did, after all, start out with flowcharts, and since the
line must be drawn somewhere, we have decided to draw
it right here; no attempt shall be made to search for all
occurrences of Kleene’s theorem, and the ones we have
mentioned [50, 82] will not qualify as proofs of our
Theorem.

To summarize this part of our tale, the global proof
has been traced down two orthogonal paths, each of
which has led to a pioneer—J. von Neumann in his 1946
work on designing computers [18] and S.C. Kleene in
his 1936 work in recursive function theory [51]. Although
Cooper [22] provided the first explicit proof of our
Theorem as stated, we feel it is reasonable to make the
modest assumption that he, as well as all subsequent
provers, was either directly or indirectly influenced by
[18] and [51]. Consequently, we assign credits for the
global proof of our Theorem to Kleene [51] and Burks,
Goldstine, and von Neumann 18] independently. So, in
fact, the Theorem was “known” to Kleene and von
Neumann.

Again, blurring credits in the interest of enumeration
and begging the reader’s pardon for inserting an annoy-
ing self-reference to the present paper {40} in which, no
doubt, the proof appears again,” we associate the global
proof of the Theorem with

* This is the “referring to as many of one’s own papers as possible”
syndrome, taken to a new exireme: a reference to the very paper being
read! In the absence of any other notable contributions of the present
paper, and in view of the amount of work that went into writing it, we
cannot resist the temptation to claim priority for this fisst.
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(511 v (181 A (1651 v [22) v [ v (21 v (17 v
[87) v [85] v [52] v [16] v [68] v/ [79] v
(38) v [63] v [32] v 120} v [81] v [59]
[83] \ [60] \/ [40]).

As mentioned earbier. statistics are perhaps not cru-
cial for the classification of a theorem as folklore, but
they are impressive nevertheless, The version of the
Theorem we have talked about so far® has essentially
two proefs. Of the local preof we have found 4 A 5
occurrences {four of the first part, five of the second.
none of both) and of the global proof 2 A 20. Whiiﬁ i is
not clear whether 4 A 5 should evaluate 1o 4, 5 . 9. or 20,
there are certainly many occurrences.

In the process of exposing these facts we have also
found numerous references to the Theorem or its Bohm
and Jacopini part, which do not contain proofs. mainly
in connection with the issue of structured programming.
For a sample of fifty see Arsac [l. p. 3], Baker
{4. p. 99], Baker and Kosaraju {5. p. 535}, Banachowski
{6. p. 115}, Banachowski et al [7. p. 22]. Bates
[B, p. 196]. Benson [10, pp. 145-146], Bloom and Tindell
{12, p. 271}, Boehm {13, p. 113}, Bohl [14, p. 140}
Chandra [19, p. 1], Cohen and Levi [21, pp. 209, 225},
Culik {26, p. 34]. Denning {27, p. 10; 28, p. 216], Dijkstra
{29, p. 148], Donaldson {30. p. 53], Engelfriet [34, p.

04], Fischer and Fischer [35, p. 46], Goodman and
Hedetniemi {37, pp. 19-20], Harel [39, p. 89], Harel,
Norvig, Rood, and To [41, p. 218], Hopkins [44, p. 59],
Hughes [45, p. 39]. Hughes and Michtom [46, p. 61],
Jensen and Tonies [48, pp. 228, 236}, Kasai [49, p. 177].
Knuth and Floyd {33, p. 31]. Kosaraju [54, p. 232],
Leavenworth [56, p. 53], Ledgard and Marcotty g 37, p.
632], Lee and Chang {58 p. 65], Martin [6] 1.
McGowan [62, p. 25], Miller and Lméamwfi f%, p-
56}, Mills [69, p. 90], Myvers {71, p. 110; 72, p. 5], Nassi
and Shneiderman [73. pp. 13-14], Neely [74, p. 120],
Nicholls {75, pp. 409-410], Parich [76, p. 1282], Peterson,
Kasami, and Tokura [78, p. 511}, Prather {80, pp. 139,
170}, Van Gelder [84, pp. 3, 5], Wise, Friedman, Shapiro,
and Wand {86, p. 441}, Yourdon [88, pp. 146-147; 89, p.
107}, Yourdon and Constantine [90, p. 66], and Zelkow-
itz, Shaw, and Gannon [91, p. 60

Many of these references contain interesting relevant
material, but in order to keep this investigation from
getting out of hand we will not describe them all, Let us
just remark that Bohl [14] informs us that Bohm and
Jacopini [15] was “initially published in Italian in 1965,
that Cohen and Levi [21] extend the Theorem to parallel
programs, and that Prather [BO] proves a similar result’
for Turing machines.

S Adert veuder s, there s anothey verson o oome!
T This s 8 symiactic el for “sractared T wring machin,” o
a Kiveng-tvpe novmal form theorem Tor funcions,

B

Our story 15 given a final and quite unexpected
folkish twist by the existence of a second version of the
Theorem. In pzagmxmmza for this, we were careful
choose the adjective "additional” rather than “Boolean”
it statement. In thas version, auxtliary rather than
Boolean variables are allowed, which are simply new
variables of the types used in the original flowchart,
Although not guaranteed the ability to distinguish at will
between 1wo distinel values as in the Boolean version,
we are able to freeze current values in new variables, and
by retesung them later are able to “remember” the
cutcome. (See the sample transformation in the Appen-
dix.y

The reader is urged to try his hand at proving this
version, which is apparently harder than the first. In fact,
we are not aware of any single global proof of it. Cun-
ously {or should we say, folkishly), a full proof of this
version does not seem 1o be available in any single paper
and, as we shall see. can be found only by juxtaposing
three papers (published, incidentally, on three different
continents ... ).

In 1971, Cooper [23, pp. 47-49] and Engeler [33, pp.
93-94] independently pointed out that any flowchart can
be put into a “block form,” which s basically a treelike
flowchart in which branches are allowed to bend back-
ward, but to ancestors only. In the same year, Ashcroft
and Manna showed that for any flowchart in this form
there is an equivalent while-program with additional
auxiliary vaniables. (This result is stated in {2, p. 148],
relying on a proof appearing in a preceding technical
report. The full proof appears in their final version {3,
pp. 135-138], and also, with reference to [2], in Grei
bach’s monograph [38, pp. 4.53-4.54].) Being uninter-
ested in ruining the structure of the original program,
Asheroft and Manna make no attempt to push their
technigues any further,

However, in a paper published in 1972, Hirose and
Ova [42, pp. 369-370; 43, pp. 65-68], apparently without
having seen [2]. lay down the final brick by proving that
every while-program can be transformed into one with
a single while-do, using auxiliary variables. (In [43], the
proof starts from arbitrary flowcharts but the part leading
to while-programs is rather sketchy compared w0 {2],
whereas the transformation to single while<do form is
detailed and precise.)

All three components of this proof are “local,” ie.,
proceed by induction on the structure of the program, A
sample transformation from [42] appears in the Appen-
dix. Here, too, enumeration {modulu different versions
of the same paper) gives ([23] v/ 33D A ([2] v 38D A
42}

And so our folk tale ends and barring unexpected
complications, our Folk Theorem has good chances of
living happily ever after. We have found that it has two
versions, the first of which has two different proofs, one
of these essentially going back to the cave-dwelling days
of Kleene {19363 and von Neumann (1946). The credits
are illustrated in Figure 1. Besides over fifty references
Lommrsenicationg Huly 1980
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fag b The Boots of the Theorem,

fowal prosof fewgharts

tHohm and Jacoping
: - white-programs

{Beksd - Mirkowska)

+ single white-do

Bonlzan version

{Fieene o (Burks, Coldsting, and von Neumann))

global proof flowehars

* single whiledo

(Engeler «» Cooper)

ausibinry version gl proof florwcharts

{Azhoroft and Manna) {Hirose and Ovay

ey ek -form

Ywhile-programs ——""""3single while-do

1o the Theorem or its parts, we have found (4 A 5) + (2
A20) + (2 A 2 A1) printed occurrences of its proof,”®
which evaluates to 27, 36, or 64, depending, respectively,
upon whether A7 s interpreted as “max”, “+7, or
“x7. These proofs, which span forty-four years, also
span the complete spectrum of recognized scientific lit-
erature: textbooks, monographs, survey articles, journal
papers, conference proceedings, newsletters, theses, tech-
nical reports, lecture notes, letters to editors, and self-
referential folk tales.
Quite a folk theorem, it seems. ...

4, The Future

We have postulated the appropriately adapted prop-
erties of popularity, age, and anonymous authorship as
criteria for determining if a statement is a folk theorem,
and have illustrated by exhibiting a theorem, the folkish-
ness of which seems to be bevond doubt.

As for the future, we envision three possible direc-
tions for further research:

(1) Compiling an encyclopedic list of folk theorems in
computer science.

(2y Investigating the related concepts of folk definition
and folk technique (that is, proof-technique).

(3) Showing that folk facts such as P # NP are folk
theoremms,

5. Appendix

First, some definitions. A flowchart is a finite directed
graph with nodes labeled either with an assignment of
the form x «- f{ ¥) for variable x, function symbol f, and
vector of variables 7, or with a test which is a Boolean-
combination of expressions of the form p(¥) for predicate
symbol p and vector 7. Assignment nodes have one

“ W would greatly appreciate pointers w those oocurrences of prools
we might bave missed in our ignoranee, in our haste, or otherwise,

outgoing edge and test nodes have two, labeled | and 0.
There is one START node with no incoming edges and
one outgoing edge, and at least one STOP node with no
outgoing edges. An interpretation 1 of a flowchant F
consists of a set of domains, an appropriate association
of domains with the variables of F, and an appropriate
association of functions and predicates over various
cross-products of the domains with the function and
predicate symbols of F. Given an interpretation I and
initial values for the variables appearing in F, the way in
which F proceeds to compute its values is straightforward
and is assumed to be known to the reader. Denote by Fi
the function, associating with each set of input values for
F its output values, or a special “undefined” symbol if F
does not terminate. Also, let asn(F) and rest(F) be the
sets of assignments and tests appearing in F.

Next, we define an appropriate set of while-programs,
relative to sets of assignments and tests A and T. Define
WH({A, T) as the least set such that:

(1) AC WH(A, T)
(2y W, Woe WHA, TYandP T, then
(1) (Wi Wp) € WH(A, T),
(i) if P then W, else W& WH{A, T), and
(iii) while P do W, € WH{A, T).

Again, given an appropriate interpretation and initial
values for the variables appearing in a while-program W,
the standard method of defining the computation of W
is assumed to be known. We use Wy similarly as with
flowcharts. Let WH (A, T) be the set of those elements
of WH(A, T) which contain at most one occurrence of
while-do.

Now, to be able to rigorously state the Boolean
version of our Theorem, we let

Basn(F)= asn(FYU {p: « true, p; e false }, =i <,
and

Btest = the set of Boolean combinations of tests in tesi(F)
and expressions of the form pi?, for 1 =1 <,
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Fig. 2. Cooper’s Global Proof.

START

STOP

IB*next(f) 1B<—next (2)! E—true (n+lﬂ LB*fulse (n+l)] lB*true (m)] Iﬂ«folse (mq

Fig. 3. Elgot’s Proof.

pZ

)m+I—HH-‘L°—(“+”m¢|] Itgli&(“"'”m*l—l ['L‘iﬁ(m)moll [—J(m)mﬂ

where pi, pz ... are new variables and F is an arbitrary
flowchart. An interpretation is called nice if the p; range
over the domain {true, false} and the test p;? is true (i.e.,
evaluates to 1) iff the value of p; is true. Denote the set
of nice interpretations by NICE. Then the Boolean ver-
sion of our Folk Theorem states:

(*)  (VF) (@W € WH, (Basn(F), Btest(F)))
(VI € NICE) (F; = Wy).

386

In order to illustrate the Bohm and Jacopini [15] A
Mirkowska [70] “local” proof, we provide one of the
transformations of Mirkowska [70]:

while P; do (W,; while P, do W>)

|

“p1 < P1” pa « false; while (P1V p2) do (if p: then W else W; “p,

<Py “py «— Py),
Communications July 1980
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where, e.g. “py e P
else py - false.

stands for if P, then p, « true

Cooper's global proof [22] proceeds as follows: Given
a flowchart P, denote the assignment nodes of F in some
arbitrary, but fixed order by awvn, .., am,, and the test
nodes similarly by test,.,, .., test,, Thmk of all the
STOP nodes as %’?«ﬂémg numbered m o+ 1. For gach | =
= n, let mexi(iy be the subscnpt ﬁ.i?f!i:%;}{}ﬂaﬁmg 100 the
node adjacent 10 asm, (by is oulgoing edge). and for each
n+ 1= 15 mlet frueli) and false(1) be the subs mzph
corresponding 10 the nodes adjacent to fest, (by the | and
0 outgong edges, respectively). Let ip be the subscript
corresponding to the node adjacent 1o the START node,
Assume now that a new vanable B ranges over the set
(1,2, . m+ 1}, and that we have assignmenis B « |
and tests B = 17 for each 1 in that set, with the meaning
obvious. It x?“kgmiai be clear that B can be replaced by
{log m ]+ | Boelean variables encoding the value of B,
with B «— 1 and B = 17 being replaced by the appropriate
sequences of assignmenis and conjunctions of tests,

The while-program W € WH(Basn(F), Bresi(F))
which s egquivalent 1o F an the sense of {*), 1 given
{using the obvious translation mio while-form) by the
flowchart in Figure 2.

To illustrate Elgot’s proof [32], we will not provide a
rigorous definition of his multiwire flowcharts, but trust
that the reader will be able to gather as much as is
needed from the following. For pﬁ@zmﬁ mwga@:r@ jandp
where § = p, the “tnvial scheme j je of [32] 1s simply the

“cable” of width p with all but the J'th component
disconnected:

#oop

H IR
Elgot's proof is illustrated by the multiwire flowcharn of
Figure 3. In it, e.g., nexi(idy,.,, which follows asm, is a
cable of width m + | in which control, so to speak, may
only flow through the next(i)y'th wire, which is ultimately
connected {0 GSfnens, a5 expected. In other words,
Cooper’s variable B is “hard wired” into the multiwire
cables of Elgot's program.

In order 1o state the second version of the Theorem
rigorously, we let Aasn(F) be the set of assignments of
the form x « f{ 7), where x and the components of ¥
come from the union of {uy, v, ...} and the set of
variables appearing in F. Here the u, are new variables,
and f s a function symbol appearing in F. Adtest(F) is
defined as the set of Boolean combinations of tests of the
form p( V), for ¥ as above and p in F. The “auxiliary”
version of the Folk Theorem states:

{** (VF) (3W & WH (Aam{F), Atesi(F)
{(VINF, = Wy

As an tlustration of the (133] -+ {230 A (121 B8 A~
[42] proof of this version, we provide the transformation
of Hirose and Ovya [42] analogous 1o that of Mirkowska
{701 gaven above:

while P, do (W, while P, do W,

!

Hoee &P, thes W while P odo ¥ Py then W, gl (4« £ H P,
then W3,

where X is the vector of all vanables appeanng in the
original F, # is a vector of new variables, and P, 15 the
result of substituting the o's for the x's in Pi. Here, for
clarity, the clause else ¥ « 1 has been omitied.

Recpived 10/7% revised and socepied 2780
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Recently developed gamma generstors are compact,
easily programmed, and possess a uniform speed over
the operating range, but are only valid fora > 1. A
tramsformation of variable together with a technigue
suggested by Kinderman and Monahan of generating
random variates using the ratio of uniform variates are
combined to produce a Tamily of generators valid for all
a > 1/n where n is an arbitrary integer. Thus f # is
greater than nnity, variates with o less than unity can
be sampled. The cases n = 2 and # = 4 are considered
explicitly and are shown fo retain the features of
compaciness, ease of programming, and uniform speed,
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1. Introduction

Since the publication of the review paper of Atkinson
and Pearce [2], there have appeared a large number of
gamma variate generators covering the case a > | where
a is the shape parameter. One of the more noteworthy
methods is based on the general technique of generating
rapdom wvariates using the ratio of umiform variates
proposed originally by Kinderman and Monahan [6].
Kinderman and Monahan {7} and Cheng and Feast [3]
have suggested algorithms using this technique to gen-
erate gamma variates. The former paper also contains
some sound criteria for the choice of an optimal algo-
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